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ITI. The Loss of Soil Manaosment Subcsidies: An Application

Tables 1 to & contain the estimates of the equations of
this model.?*®* The first preference was to estimate the
production function (equation A.1) and the transition equation
for soil, and then us2 those estimates to derive the other
relationships in the model. However, severe multicollinearity
in the inputs and soil management data'® made it impossible to
obtain reliable estimates of the parameters of the production
function. To overcome this problem the model was estimated at
the level of the first—order necessary conditions (Euler
equations) for the optimization of the farmer’'s problem (that
is, manipulations of equationz= A.2 and A.3).

Consider first the derivation from the first order
condition with respect to inputs (table 1). This can be
construed as the derived demand curve for inputs. The
estimates indicate that input demand is pusitively related to
soil management lagged one period (SM in the table) and soil
depth (SOILD in the table). Recall that soil management has a
one—~year lagged effect. Thus, ¥§;mers who enhance their soils
productivity (by rotation) complement thz productivity effect
by using more inputs. The same holds +for soil depth.
Surprisingly, there was also a positive relationship between
real relative input prices (INFRI} and inputs used. The
estimated equation explains the majority of the variance in

input usage, and the marginal significance of 0.87 for the ERox-
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Fierce @ statistic suggests that there is little evidence of
residual correlation.

Estimates of the Euler equation that comes from the first
order condition with respect to soil management are reported in
table 2A. As beforse, we have the complementary effect between
s0il management and inputs. The estimates also show a negative
relationship between scil management and =soil depth the next
period. Farmers compensate for shallow soil by increasing soil
management. A would be expected, government subsidies for
s0il management (ACF)} increase the demand for it. Although
these estimates explain over B0OY of the variation in soil
management there is marginal evidence of serial correlation in
the error=s. Table 2B corrects for the serially correlated
errors. All signs are maintainaed, and the explanatory power of
the squation is increased.

0f the three structural esquations estimated, the soil
transition equation (table 3A) is the least satisfactory.

While the estimates of di and dz arz reasonable, there is
strong evidence of serial correlatiocon in the errors aof this
equaticn. The serial cnrrelatiaﬁ‘is corrected in table 3B.
Again, there is improvement in the estimates from this
corirection.

In pursuing the time consistent strategy in attempting to
minimize (2, the ASCS presumably "looked at everything.®
Thus, an estimate of the policy rule followed by the Service

during the sample can be obtained by regressing Se¢ (ACF) on all
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of the wvariables that appear in the structural equations and
were available at the time the subsidy was s2t. This estimate
is given in table 4. It explains virtually all ocf the
variation in Se¢, and the remaining errors are not serially
correlated. This estimation is more useful for forecasting
than understanding the structural behavior of the ASCS.

An alternative estimate is given in table SA, which is the
consistent decision rule for subsidies which is optimal for
.minimizing (2}, assuming S*t.= Se—~1.** There is strong
evidence of serially correlated srrorsi”. In Tabie SE the
serial correlation is corirected. The estimates in table SH,
along with those from tables 1 to 3, imply that h=2.045.

The final eguation for which an estimate is needed is (&),
that is Re=A%({L)u.. Three procedures were used for analyzing
this relationship. First, auwtoregressive models of several
lags were estimated using OLS. Only one of these estimations,
an AR{1) with no constant produced a significant estimate for a
coefficient. However, this equation had a poor fit. A chi-
square test (table &A)*® found a significance level of 0.93,
indicating no serial carrelation:' All indications were that Re
follows a white noise. Tec check this, as reported in table &R,
autocorrelations for six lags were computed. Using the test

statistic

{n—=3)-= (l+r ) (1—1r%,.)

2 (1-r) (1+r®)

which is approximately normal (see Freund, p.381), the
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estimated correlation rw. was tested against the value r#*,.=0 for
kb= 1,24...6. For all k& the null hypothesis that r.=0 could
not be rejected, and therefore we take Re to be white noise,
that is, Re=ue+R¥*, where R+ is the central {(mean) value and
Ax(L)=1.2"

Using the estimates discussed above it is easily derived
by substitution that (in eguation A.68) Ka=.201, Ko=0.001,
Kx=.412, p=1.002 and m=0.2&3. It is now possible to derive the
optimal precommitment rule, using these values, h=2.0&85 and
Al{z)=1 in (11} or {(i3). The=n it will be possible to compare
the actual S5CS subsidy rules to the optimal one, and derive
measures of regulatory loss.

Two measures are used to compare the optimal system to the
actual one. First, we sxamine how sach system responds to
shocks. 7To do this, ths covariance structure estimated in the
system equations was imposad on the optimal and estimated
models and we calculated the response of each system to shocks
in so0il management, soil depth, and government subsidy (ACF).
These are presented in Figures 1 through 3. Each figure shows
the movement of soil management,-soil depth and subsidy under
the optimal rule and the actual rule. Figure 1 shows system
responses to a shock in s0il management, figure 2 is for a
shock in =il depth, and figure three is for a shock in ACP
({subsidy).

Generally, both systems show the same patterns of

responses to shocks, although the optimal system’'s responses
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are stronger. (In all plots the first two periods are
elimnated for better scaling of the figure). When soil
managenent suffers a (positive) shock (Figure 1) ACP and soil
managenment nove towards the initial values (but show a
persistent but seemngly stable increase) while soil depth in
both systens steadily increases. However, the optiml system
noves back towards the initial values faster (for ACP and soil
managenent) and has a stronger increase in soil depth.

A simlar pattern holds for shocks to soil depth (Figure
2), although here the effect on soil depth is the about the
same for the optimal system and the actual system The act ual
system shows a stronger continued growh in soil depth than the
optimal one, but also has a stronger persistance in the
i ncrease of ACP and soil rmanagenent.

The real difference is in the response of the systens to a
shock in ACP (Figure 3). Wiile there are initial fluctuations
in both systens, the optinmal system noves towards the initial
values, and stabilizes at slight increases in all variables.

For the actual system recovery is not as conplete for soil
managenent and ACP, and there is a strong (positive) response
of soil depth.=e

A second conparison was nmade using simulations of the two
nodel s. The paths were sinulated by using the actual values of
INPRI, and solving for the endogenous variables in the nodels.
These are reported in tables 7 through 9 and figures 4 to 7.

For soil managenent and ACP, the optimal system was
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somewhat nore volatile than the actual one, and although the
patterns were simlar. Soi|l depth showed strong persistence.
Soi | managenent, ACP and soil depth were also consistently
hi gher for the optimal system

O primary interest are the simulated values for soil
managenent . D scussions wth SCS staff indicate that a potato,
oats rotation (yearly) is considered optimal for the area
generating this data (giving an M=2). W see that the optinmal.
rule fluctuates around a nean of 2.2, while the actual rule was
centered around 1.5 (about a potato, potato, oats rotation).
This neans under the optimal rule, the average soil nanagenent
woul d exceed the “T” value, causing an increase in soil depth,
as shown in figure 6.

From a regulatory perspective, the key value is that of
the objective function. These are given in table 9 and figure
7. A lower value is better and, nost interestingly, the
optimal rule is not conpletely dom nant over the actual rule in
nmeeting the policymaker's objectives. The values of the
objective function were initially greater under the optinal
rule, although for remaining 17 of the 23 years calculated, the
optimal rule was better. It is clear that there are
opportunities for policymakers to extract large short-term
gains by using sonething other than the optimal rule.

Initially, the actual rule obtained |arge benefits. But as the
farmers caught on, they changed their expectations, and the

value of the objective function increased. By the sixth period
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the optimal rule becones better, and remains so. What has
happened is that the system evolved to a consistent but not
optimal rule. Overall and on average, the optimal rule is
better. The average value of the objective function with the
optimal rule was 0.252899, while with the actual rule the

average value was 0.284950, an inprovenent of about 13 percent.

I V. Concl usi ons

The question remains that if the proposed rule is so good,
why doesn't the SCS follow sonething like it? The argunent
here is that the decision nmakers are pursuing short-term
benefits at the expense of |ong-term gains. Even if the ASCS
prom ses not to do so in the future, intelligent farnmers see
the repeated series of actions, and fornul ate expectations
based on the short-term policies. The policymaker responds to
the farmers, and the system evol ves. By not precommting at
the beginning, the ASCS has relinquished its ability to exploit
expect ati ons. This is not because it is stupid, but probably
because it operates in a (political) short-run. The appeal of
short-term benefits fromits policy actions is too great.
Essentially, the problem is discretion, and the solution is to
renmove it.

There are, of course, alternative explanations for why the
ASCS does not follow the optiml rule. One which is forenost

is that the objective function used in this analysis is not the
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correct one. That is, despite its rhetoric, the goal of
government policymakers may not be to hit the T. If so, then
two parts of this paper are of primary inportance: first that
the ASCS nust understand how farnmers’ reactions and
expectations matter (whatever the objective), and second that
the optimal rule for achieving “T" erosion can be used as a
norm of physical costs, to differentiate from economc costs
of soil | oss. But if the stated objectives ("T" erosion) of
the program are not those actually pursued then conplete policy
anal ysis requires a nodel of ASCS rent seeking, sonmething that
lies beyond the bounds of this paper. Here we provide the best

rule for a specific goal, hitting the "T", and in any case the

anal ysis gives neasures of how actual ASCS behavior msses it.
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APPENDI X A
MATHENMATI CAL  DERI VATI ONS

Derivation of Equation (7):

Let
(A1) Ye = 8, + a1De + aznXe + azMe—1 + 3aXE + asDE + asMZ-a

+ azXeMe—1 + asXeDe + awlelMe—a.

This is taken as a quadratic (Taylor) approximtion of the true
production function. Soil managenment, that is crop rotation
and/or fallow land, has a one year lag an productivity. After
substituting (A 1) into (4) the first order necessary
conditions for the farnmer's optimzation problem (ignoring (5))
are
(A 2) Ee—alaz + Zas¥e T azMe—: + aole — Re—21 =0
from the partial derivative with respect to Xe and

(A 3) Et—z[bas + Ebabﬂt + ba7Xt*1 + baq(dlDt + d‘z”t)

fromthe partial derivative with respect to Me, using the
definition of De«i. Equation ¢a.2y inplies that

(A 4) Ee-1¥e+1 = Ee—1{1/25842[Re — a= — arMe —am{diDe + dzMe)
again using the definition of Des.. Substituting (A 4) into
(A.3) and rearrangi ng gives

(A.5) Bo + GiEe—1Me + BzFe—aDe + BsEe—aFRe + Se-z = 0O

wher e
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K=
e
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= ba=x - Ebaza-r!‘:aq]
= baed 1 - L ba7aed 1 / 234 1

Et—xMt - !'-':;Et-]_Dt = l'::zEt—j,F:.t + I‘:ast-—j_ -+ !"\:Q

= —‘32!}81
= —83/51
= —1/G,

= _Bofrsz -

Using equation (3) in the text we can wite

(A 7) Et—lDt = {1—d1i_}—1d=”t—1-

Substituting (A7) into (A 6), nmultiplying both sides by

(1—-d.l}

and leading the result one period gives (7).
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1. Derivation of Equation (12):
Substitute (10) into (9b) to get

c(z) = {i(;;} {zA(z) + z(hp+d))” ldmzy taam?t 2) Lzda(zydz yacz)
- 2(bp+d)) " (1-m2) T 1-nl2) Tamam Ham) - plae™h
- ot Tamp T T e e tae hamae ™
+ 2 @pra) Hmp ™ e e e am Ham }-
Noting that
- ap+d ) HaemH e T e haee -
and so
p(hp+d) (L-mp ) (1-m'p™h) = Latprace™d)
(using the fact that [m+m'1] - [h;hp2+1+d§]/[hp+dl]) we get that
4.8) c(z) = [‘11(:;][{ L 2 — }d(z)d(.z‘l)zA(z)
d(z)d(z ) (hp+dl)(l-mz)(1-m z)

+ 1 z -1
{ It 1 d(m)d(m “)mA(m) | .
d(p)d(p ) (hp+dl)(l-mz)(1-m z)

The first termin the braces of (A 8) can be witten

+
d(z)d(z ) (hp+dl)(1-mz)(1-m'1

{ . ; } (hp+d,) (1-m2) (1-n" "2)+zd(z)d(z" 1)
z) )

d(z)d(z'l)(hp+d1)(1-mz)(1-m'1z)
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The nunerator reduces to hp(l—p-Lz)(l-pz), again using the relationship

bet ween m+m” ~ and h, d; and p. Sinilarly, the second termin braces can be

witten
-1 -1
hp(l-mz)(l-m "z) + z d{m)d(m )
(hp+d ) (1-mz) (1-n " "z)d(m)d(m™ )

using the fact that d(p)d(p'l) = [(hp+dl)/hp]d(m)d(m'l). Again the

numer at or reduces to hp(l-p'lz)(l-pz). Therefore

c(z) = {d(z) bp(1-p”"2) (1-pz)za(z) | hp(l-p~ z) (1-pz)ma(m)
122 Unprd ) (1-mz) (1-m"2) (hp+d, ) (1-mz) (1-m"'z)

or

(A.9) c(z) = {f(z>} { hp(l‘p-lz>(1'pz)l } {zA(z) - mA(m))
Pz (hp+d ) (1-mz) (1-m” 2)

[11. Derivation of Equation (13):

W seek St - B(L)Mt. Not e t hat M, = C(L)uc and S, = F(L)ut.

Therefore S = F(L)C(L)'lmt or B(z) = F(z)C(z)-l. Thus

C(z)'l.

B(z) = {zd(Z)d(Z-l)A(z)-md(m)d(m'l)A(m)}
(hp+d, ) (1-mz) (l-m'lz)

Using (A.9) this becones

(4.10) B(z) - { (hp)‘l1 } {zd(z)d(z'l;A(z)-miém)d(m-l)A(m)}.
d(z) (1-pT2) z&(z) - mA(m)

The desired result is obtained by nultiplying S, = B(L)m, t hrough by

(1-p'1L) and expanding the termin the second set of braces in (A 10).
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APPENDI X B

Proof of Proposition 2:

When M_ = C(L)yu, the covariance generating function is given by gy(z)
= C(z)C(z'l) where C(z) is the z-transformof the coefficients in C(L).
The covariance EMtl\/‘:_j IS given by the coefficient on z° in gY(zy By

using the inversion formla

1 -1,,-3-1
EM M, 51 § C(2)C(z )z™" Tdz

where § represents contour integration about the unit circle [z] = 1.
Therefore, the value of the policymakers'  objective function (equation 2)

in frequency domain notation is

L, e (26 e e a2 2 e p e ™) ]

2ri

dz

z

(1-pz) (1-pz™ 1)
+ 5%; § F(Z)F(Z-l) 92
where G(z) = A(z) + F(z). Letting c*(z) = (1-d1z)[zc(z)-p'1c(p’l)] we can

wite (B. 1) as

J =

1 ¥ ze" Y + hei-pz) 1-pz HFzyrez"h

r dz.
21 (1-pz) (1-pz 1)z

j+1 }

Not e t hat aG*(z)/afj = (l-dlz)(z p'j'l) and obtain the first order

conditions for optimzing J by setting aJ/aFj =0 for j =0, 1,
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0= § {(1-dlz)zj+lc*(z'1) + B(l-pz) (l-pz HyzIr(z™h

1

+ (1-dgz” y2 37 e (2) + h(1-pz) (1-pz D)z IF(2)

- (1-dlz)p'j'lc*(z'l)

] (1-dlz'l)p'j'lc*(z)} {(1-pz)<1-pz’l)z}'ldz
oY
5%3 f [sz(z'l) + z-jH(z)] ég =
(B.2)
A -1, -1, -1 - 1 -1
pI L {‘1‘d12)<1'd12 bzt e e H+ae(z) -0 Tae )]} dz
2rl (1-pz) (1-pz™ 1) 2

Ly2716"(2)/(1-pz) (1-pz™Y) + wF(z). The right-hand side

-1

wher e H(z) =(1-d1z'
of (B.2) is analytic as the closed unit disk everywhere but z = 0. (z = p
is not singularity since it factors out of the nunerator). To see this,

wite the RHS of (B.2) as

31 (1+a2-a z) (z7l6z™h) - pleep™h + z6(2) - p'lc(p'l)]}
" z
2mi (1-p2) (1-pz 1)

E-j'l a § zG(z)-p'lc(p'l) dz _ —2;1;1d $ Z-IG(Z-l)'p-lG(p-l) dz

CLET z(l-pz)(l-pz_l) z A Z(l-pz)(l~pz-l) z
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where we have expanded the (1-d1z)(1-d12'1) term and separated the terms in

dlz'; The first termin this expression is analytic everywhere inside the

unit circle. The second termhas a sinple pole at z = 0, and by Cauchy's

integral formula

-j-1 -1 -1 -1 -1
P zG(z) - G -j- - l
R, P d1 f (1 =,)..,13 /-EE\ ) dz = -p J l‘d~ ZG'-(Z) P G(P ) .
2wl i 2i{+-p2; (z-p) L (1-pz)(z-p) |z=0

. -1 -1
= _p'J'ld PG )
z 1 p
-j-1

= -p d.q,
10

-1.,-1
_ G(p ) .
where q = 2 é . By sumetry, the third termalso equals

-j-1 -j-1 .
-p 7 "a,q, and as aresult, Zq. =-2p7 gy for =01, 2 .. ..
Mil tiplying by z? and summing over j & [-=, =] results in
-1
-1 -1 . i d.q.p
Hz) =2 - 50 p-izi o Hz) =x1 . Il-gi—— As in Wi tman,
-p z

z:i is an unknown function involving only negative powers of z. Using the

definition of H(x)

- L
c(z>-pflc<p’1>] _S1%eP
(1-p2) (z-p) oL,

Expandi ng (l-d1z)(1-dlz—L) allows this to be witten

hF(z) = 5> - (1-dlz)(1-dlz'1)[z

-1, -1 - -
hF(z) = 21 - (1+d§) [ZG(Z)-P G(p )] + ds {zG(z)-p Yoo 1)]

© (1-pz)(z-p) 1 (1-pz)(z-p)
1 [z -1 -1 d.q p~1
+ a1 [z8@)p e D] H%
1 L (-pz)(z-p) | 1-p‘lz

Since policy at time t may not depend on future shocks F(z) = [F(z)], where

[, is the linear annihilator which neans ignore negative powers of z. As
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in Wiiteman (1986), p. 1394) the first termon the right-hand side equals
zero when the annihilator is applied, and since z = p'1 is not a

singularity of the termin brackets the second, third and fifth terms are
equal to thenselves. The fourth termhas a sinple pole at z = 0. By the

| erma in Hansen and Sargent (1981, p. 120)

-1, -1 -1, -1
{dlz—l [zG(Z)-p G(p )]}+ - dlz-l [zG(Z)-p G(p )] a2l

(1-pz)(z-p) (1-pz)(z-p) 1 o
e h
where q_ = E———EP———. To see this note that the residue of the termin

braces at z = 0 is given by

zG(z)-p-lG(p-l)] _ p-lG(P-l)

(B.3) lim [d]_ (1-pz)(z-p) P

and thus the principal part of the Laurent expansion of the termin braces
at z=01is dlp'lc(p“l)/pz. The Hansen-Sargent |enmma requires subtracting
the principal part of the Laurent expansion from the annihiland to obtain

the annihilate. This is (B.3).

W can now wite

(B.4) hF(z) = -(1-d1z)(1-d1z'1) [

zG(z)-p-lG(p-l)] -4 -1 dlqu
(1-pz) (z-p) ¥ %% -1

or

(B.5) (l-pz)(z-p)hF(z) = -(l-dlz)(l-dlz-l)[zF(z) + zA(z) - p'lc(p'l)]

-1
-1 -1, Y9P

- (1-pz)(1l-pz )dlqO - (1-pz)(l-pz 7) -1

1-p "z



-31-

Notice the last termin (B.5) may be witten
-1
-1 - . . d,q4P
-pz(1-p 2 ) (-pz Hp ) - 20—
l-p "z
whi ch equal s

2 . -1 -1 -1 -1 -1 -1

Thus, expanding the right-hand side and using the definition of g , (B.S)
O,
may be witten

zg(l-mz)(l-mz‘l)F(z) -(1-d;z) (1-4; z" )zA(z)

2 -1
+ [(1+d1) p e - (1o )diq, - dqpp] + 2z Td;q,
wher e

(B.6) g(l-mz)(l-mz’l) = [(l-pz)(l-pz-l)h + (1-dlz)(l-dlz_l)].

From (B. 6)
2 2 2
h+ hp™ + 1+ dl = g(l+m”) and hp + d1 = gm
which inplies

2

LR

h + hp2 +1+d
hp + d

1
which inplies [m] < 1. Thus, we can wite (B.5) as

(B.7) g(l-mz)F(z) = -(l-mz-l)-lD(z)

-1 1 -1 2
+ (l-mz ) [(1+d P G(P )-(1+P )dlqo - dlqu

-1,-1 -2
+ (l-mz 7) z dlqO]+

where D(z) = (1-dlz)(1-dlz'1)A(z). Now apply the linear annihilator
operator [ ] _to both sides of (B.7) noting that the left hand side

function contains no negative powers of z. So

g(1-n2)F(z) = -[(L-nz ) D@1, +[Ame™h e N aradip ep - (1epdyayq

-1.-1 -2
-dlqop) + (1-mz ) z dlqo]+
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The last term vanishes as it involves only negative powers of z. Therefore

the z-transformof F(L) is given by

1

F(z) = -g S(l-mz) [ (l-mz 1) 1D(z)]

+°

Again, by the lemma in Hansen and Sargent (1980, p. 120)

-1 zD(z) - mD(m)
-1 .
1l -m 'z

((1-mz™H) 'D(2)], = -m

Noting that gm= (hp + d;) conpl etes the proof.
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Appendix C

DATA**

The data used for estimating the Maine potato model is
given in the following table. The soil management measure is
given by the formula SM=1/(1-PO) where PO is the percentage of
total acreage of oats and potatoes planted in oats. This gives
a measure of soil management on a scale from 0 to infinity.
The suggested rotation is oats, potatoes, yearly, thus the
"goal" value of SM is 2 (PO=0.5). It is a goad measure for
soil management because the P factor in the USLE has remained
essentially constant over the period of the data (see Healer,
et al, 1985). Over the data period, the primary force
determining the C factor has been crop rotation, and thus SM
should be closely correlated with overall soil management.

Nonsoil inputs (INPUTS) is a composite measure of
purchased and nonpurchased farm inputs for the Northeast. Soil
depth (SOLID) was estimated using the USLE. See Lawrence for
details. The relative price of inputs (INPRI) is the ratio of
an index of prices paid by farmers in the Northeast and potato

prices far the state of Maine. Finally, the government

| would like to thank Doug Lawrence for providing the
data used in this analysis. For a complete description see

Lawrence (1987).
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subsidy, ACP, is the ratio of ACP cost sharing per acre for the
state of Maine to the price of potatoes. All nominal dollars

were adjusted to 1967 values using the Consumer Price Index.

ENTRY INPUT b=ty SOILD ACE INFRI

1950: 1446, 000 1.70455 11.5700 . S0301LS 194. 6598
1951 145,000 231000 11.5353450 - 207164 70.099
1952: 145,000 1.6868667 11.5450C - 2804240 126.267
1953: 141.00Q0 1.71429 11.5300 - 736113 345. 7446
1954: 138. 000 1.75000 11.5150 « 254707 118.505
1955: 1358.000 1.6%504 11.850G0 31712 143.808
1956 1330000 1.61905 11.48440 «45651838 206.612
1257: 128.000 1.73712 1i.44&67G < 247033 117.555
1958: 126,000 1.57823 11.45= . 487282 237.828
1959: 124.000 1.463121 11.4Z340 < 232384 114,455
1260z 121.000 1.4829% 11.4170 LA4081322 194.853
igsl: 119,000 1.3E80%3 11.3860 -5187&67 235.398
19562: 117.00C 1.41731 11.3570 - 463293 221.3211
12&635: 115.000 1.42336 11.3310 « ZO0S5&7 141.431
1964: 112.000 1.38571 11.3050 « 149953 70.13

1265 110.000 1.35099 11.2760 - 228481 117,372
1265  10E.000 1.26582 11.2430 « 3178647 17G.00Q
i767: 107.060 1.228602 11.2050 - 3P5359 213.235
1958: 1C4.000 1.25161 1i.1580 - 289774 156.757
19469: 102,000 1.254648 11.1150 - 229523 137.273
1970: 1C2. 0060 1.3071%9 11,0720 « 287574 188. 081
i971:s 100,000 i.31034 11.03250 - 309598 192.941
1972: S7.0004 1.34074 11,0000 - 130710 83.4610
1973:  928.0000 1.31i88B4 16.9680 - O74276 58.483=
1974: 9F9.0000 1.3146%0 10.9330 - 182558 165.862
1975: 97.0000 1.40164 1¢.8980 - O9ZT7 60 8B7.27=
1976 99.0000 1.3275%9 10.8760 - 129870 112.92%
1277:  100.000 1.30645 10.8360 . 183713 172.32

1978: 103.000 1.38&55 14,8000 - 161721 162.5674
197%: 1046.000 1.32877= 10.7710 202580 22153

1980z 104.000 1.4257= 10.7429 -093148 116,207
i981: 1G2.000 1.886225 10.7160 - 14623 190.000
1982: 101,000 1.43925 10,6920 195774 258. 207
1983  97.0000 1.4373C 10,6670 -11%1ZE8 149,831
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Table 1: INPUTE

DEFENDENT VARIABLE 13 INFUTS
FROM 1952: 1 UNTIL 1983: 1

OBSERVATIONS 3z DEGREES OF FREEDOM 28

R¥*%2 . 72101723 REAR**2 - 71255477

SSR 506.71357 SEE 4.2540484
DURBIN-WATSON 1.40246133

B¢ 15)=  9.00915 SIGNIFICANCE LEVEL .B87703%

LAEEEL VAR LAG COEFFICIENT  STAND. ERROR  T-STATISTIC
COMSTANT O 0 -235.1898 I3.06478 -7.113000

S 14 1 35.33967 4.365006 8.094280
SOILD 4 ©  26.11780 3.286415 7.947202
INFRI 15 1 .2Z719733E-01  .123I5583IE-01  2.201174
Table 2A: SOIL MANAGEMENT

DEPENDENT VARIAELE 14 S

FROM 1952: 1 UNTIL 1982: 1

OBSERVATIONS z1 DEGREES OF FREEDOM 27

R##2 . 82716479 REAR#*%2 . BO796087

SSR . 12934148 SEE . 69212951E-01
DUREIN-WATSON .87587781 '

8¢ 15)= 23,3652 SIGMIFICANCE LEVEL .7&6883E-01

LABEL VAR LAG  COEFFICIENT  STAND. ERROR  T-STATISTIC
E .2 o X o ks X a3 2. e Exars et b ot 2k L W WK N F AN
CONSTANT © ©  3.219786 . 9043187 3.560455
SOILD 4 -1 -.3149353 .9673736E~01 -3.255571
INPUTS 13 -1  .1515624E-01  .1B41353E-02  8.231038

ACP 16 1 .1493358 - 1091318 1.372980

Table 2B: 80IL MANMAGEMENT {(CORRECTED FOR SERIAL CORRELATIOM)

DEFENDENT VARIAEBLE 14 Sk

FROM 19535: 1 UNTIL 1732: i

OBSERVATIONS 30 DEGREES OF FREEDOM 26

R¥*%2 .B7709435 RBAR**Z L 86271273

S8R - 8554681 05E-01 SEE «S73008Be1E-01
DURBIN-WATSON 1.74190948

2{ 1%= Z?.512948 SIGMIFICANCE LEVEL .848829

LABEL vVar  LAB COEFFICIENT STAND. ERROR T-STATISTIC
s REE  FEHX U ERAEE R RN HEXEEEEREREE HEF LA EREEREE
CONSTANT < o 3.325983 1.328401 2.503750

SQILD 4 -1 —-.3311274 - 1453958 —2.277420
INPUTS 13 -1 «1588510E-01 - 3IF452BE-02 4.670782

ACF i& i - 17633568 -81i25105E-01 2.172733

LAREL VarR LAG COEFFICIENT STAND. ERROR T-STATISTIC
KRN HEE R XIS ST T E LT EHRXEEEXERXR W N BN

RHO i o . 5348738 1788211 2.991235
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Tables 3ZA: SOIL

T
-
L

DEFENDEN

iy
(W]
P
b

..J,
fl

T VAF BLE 4 I
FROM 1952: 1 UMTIL 1983: 1
OBSERVATIONES 3= DEGREEE OF FREEDDM Z0
R¥#2 PREVEDSE REAR#+3Z - FPGTRLI5S
SER - 70&6BS30FE-03 5EE - 4854CG467E-02
DUREBIN-WATSON .7&50929%42
g{ 15)= 21.4270 SIGMIFICANCE LEVEL J(74%B10CE-0Z
LABEL VaR LASG COEFFICIENT STanND. ERROR T-STATISTIC
¥ 369 K *HH  EEHE I MR W T W RN
SOILD 4 1 - 917293 - SEO3S5486E-03 1708.828
5M 14 i A4 T7IETE-GL - 4EZ7P0BZE-02 10.08734

Table 3B: S0IL DEFTH (CORRECTED FOR SERIAL CCRRELATION?

DEFENDEMNT VYARIAEBLE 4 S0ILD

FROM 1953: 1 UNTIL 1983: i

QESERVATIONE =1 DEGREEEZ OF FREEDOM 29

Rxx2 < FEPFOGZE REAR=»Z - FYP875681

SSR - 24531737E-03 5EE - 270847 3FE-02
DURBIN-WATSON 1.249543646

gi 15)= 13.3688 SIGHIFICAMCE LEVEL .573

LAEBEL VAR L&aG COEFFICIENT ETAND. ERROR T—STQTISTIC
RN ERKE  HEHE R KN H R 2NN I I K
SOILD 4 i 7821212 < SZO1FHIE-Q3 1901.439

5M 14 1 647351 79E-G1 - A0ZT7611E-02 16.076%7

LAREL VAR LAG COEFFICIENT STAND. ERROR T-STATISTIC
2N HHE ENKR W I KN HK R H R R RN AR 5 I H R

RHO i o . 3513E3383E-01 - 84Z1297E-0C1 4171985

e
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Table 4: ACPF (8CTUAL SUBSI RULE?

DEFPENMDENT VARIABLE i& ACF

FROM 1952: 1 UNTIL 1983: 1

OBSERVATIONS 2 DEGREES OF FREEDGM Zi

R¥% ~FEETS214 REAR#+2 - FAT7EBLIT

S5R - 24734940E-01 SEE - 34319896E-01
DURBIN-WATSON 1.96013797

g{ 1iS= 10.5517 SIGNIFICANLCE LEVEL .78B3&682

LABEL VarR LAG COEFFICIENT STaND. ERROR T-STATISTIC
E b 2 2 % 2 - E. .2 E A E 8 oL e L LT kb R e ok E a2 8 X Lk & 2 L S
CONSTANT Q 0 -5.072444 1.313992 -3.8&0347

ACF 1& 1 -.3411584 . 2258784 -1.591857

ACP 146 2 - Z2394822E-01 -SBT4F2ZE-01  —-.407463T47
INFUTS 13 o « 195501 0E-0Z - 4&EEFTILE-CE - 41B&STSEHE-0O]
INFUTS 1z 1 « B1S0&EFE-DE « SIOBZZSE-0Z . 1835479

SM i4 0 —_.BBOZ48B9E-Ct - 144323 —-. 6097154

5M i4 1 —-.1019312 «8FF4TOFE~C]1 ~1.13328S
SCILD 4 0 —~-.393211% 1.8B95445 —. 2073438
SOILD 4 i -B4&18554 1.905858 LA522158
INFRI 13 a - 16500CEE-CR - 14CEEL5E-0F 11.72987
INPRI 15 i - S775978E-O3 LAZFO43E1E-03 1.3458247
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Table SH: ACP (CONSISTENT RULE:

DEFENDENT VARIABLE 14 ACF

FROM 1952: 1 UNTIL 19B3: i

OBSERVATIONS 32 DEGREES OF FREEDGH 2%

R#xZ —. 20384554 REBAR®%2 2B&BI07S

55R «B402T7592 SEE .1/022954
DUREIN-WATSON 1.4%40050G45

¢ 1%)= I0.5749 SIGMIFICANCE LEVEL .994831E-072

LABEL VAR LAaB COEFFICIENT STAND. ERROR T-S5TATISTIC
e L *HE  XEHE M NN S E a EE E S S e R
CONSTANT o 0 —-.98857Z¢C - 4736505 —-2.087136

ACF is 1 —-.328B0431E-01 . 2570371 - 1266393

=1 14 2 - 8808595 . Z25588F 2.475341

Table SBE: ACP (CCMNSISTEMT RULE ADJUSTED FOR SERIAL

CORRELATIOMN
DEPEMDENT VARIABLE 146 R HI
FrROM 19535: I UNTIL 1983: i
OESERVATIONES =1 DEBREES OF FREEDGHM 28
R®¥Z 20751077 REAR®*2 -.151i¢1156
S5R L3B2PT77TS S5EE - 140353187
DURBIN-WATS0ON 1.723943%5
2{ 15)= 10.2734 SIGMNIFICAMNCE LEVEL .80Z1%9%
LARBEL VAR LAG COEFFICIENT STAND. ERROR T-8TATISTIC
X HEHE KR E S R H R KRR WK
CONSTANT G o —J 15348950 - 19345818 TF3I54472
ACE 14 i - S0&62FE7 - 22T7EOTS 4.-6”45/
8M 14 O « 1990400 - 15227370 1.301224
LAREL VAR LAG COEFFICIENT 5TAMD. ERRGR T~STATISTIC
¥ HH K FH *EE  REE KR EREERERNES HEREFEEREXEE KEEEKFEEFEHR

RHO I o —.331063%0 - 2403210 —-1.377084



